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Actuarial risk assessment tools are used extensively to predict future violence, but previous studies
comparing their predictive accuracies have produced inconsistent findings as a result of various meth-
odological issues. We conducted meta-analyses of the effect sizes of 9 commonly used risk assessment
tools and their subscales to compare their predictive efficacies for violence. The effect sizes were
extracted from 28 original reports published between 1999 and 2008, which assessed the predictive
accuracy of more than one tool. We used a within-subject design to improve statistical power and
multilevel regression models to disentangle random effects of variation between studies and tools and to
adjust for study features. All 9 tools and their subscales predicted violence at about the same moderate
level of predictive efficacy with the exception of Psychopathy Checklist—Revised (PCL-R) Factor 1,
which predicted violence only at chance level among men. Approximately 25% of the total variance was
due to differences between tools, whereas approximately 85% of heterogeneity between studies was
explained by methodological features (age, length of follow-up, different types of violent outcome, sex,
and sex-related interactions). Sex-differentiated efficacy was found for a small number of the tools. If the
intention is only to predict future violence, then the 9 tools are essentially interchangeable; the selection
of which tool to use in practice should depend on what other functions the tool can perform rather than
on its efficacy in predicting violence. The moderate level of predictive accuracy of these tools suggests
that they should not be used solely for some criminal justice decision making that requires a very high
level of accuracy such as preventive detention.
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Violence and its control are significant social, political, criminal
justice, mental health, and international security issues. It is a
major public health issue as well, affecting perpetrators, victims,
and witnesses, and influencing the general population through fear
of crime. Violence has been identified as one of many hazards that
should be minimized through risk assessment and appropriate
management; some have argued that risk is to be avoided at all cost
(Adams, 1995). The prediction of future violence has been one of
the most complex and controversial issues in the behavioral sci-
ences (Borum, 1996; Grisso & Appelbaum, 1993; Litwack, 1993;
Poythress, 1992). Courts have increasingly relied on mental health
professionals for assistance in civil and criminal cases to assess
dangerousness or risk of future violence. The premium placed on
prediction is evidenced by policy changes that reflect the growth of
a culture emphasizing risk aversion, with the increasing implemen-

tation of policies, such as zero tolerance, hard targeting, surveil-
lance, selective incapacitation (Haapanen, 1990), long-term incar-
ceration (Kemshall, 2003; Kemshall & Maguire, 2001), and so
forth.

The past 20 years have witnessed the development of special-
ized tools for the prediction and management of violence for use
with a variety of populations (Heilbrun et al., 2009). The increas-
ingly severe sanctions for those identified as high risk for violence
together with dire career consequences for professional who made
erroneous clinical judgments (Maden, 2007) have attracted ex-
tremely close scrutiny on the accuracy of risk prediction from both
research and policy perspectives. Answers to the question of which
risk assessment instrument should be applied to whom and under
what circumstances have major implications for routine clinical
practice, criminal justice work, teaching and training, and the
commercial development of new instruments. The consequences
of inaccurate predictions raise a host of legal and ethical issues as
well. The identification of the most accurate violence prediction
tool or tools therefore deserves the highest priority.

Violent Individuals and Violent Situations

Evidence exists that a disproportionate amount of violent crime
is committed by the most persistent adult male offenders, who
account for a relatively small proportion of the offender popula-
tion. For example, it is estimated that about 50% of all crimes are
committed by 5%–6% of the offender population (see Farrington,
Ohlin, & Wilson, 1986, for a review). However, even violence-
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prone individuals are not always violent; they commit violence
only under certain conditions. For example, the likelihood of
violence for a spouse abuser increases when the individual is in
contact with a partner (Dearwater et al., 1998) or, for a pedophile,
when given access to children (Hanson & Bussière, 1998; Hanson
& Morton-Bourgon, 2004). Even in seemingly random violent
acts, such as school shootings, retrospective investigation reveals
the perpetrator to have acted only under exceptional personal
circumstances (FBI Academy, National Center for the Analysis of
Violent Crime, Critical Incident Response Group, n.d.). Thus, by
identifying a relatively small number of individuals, understanding
the cause of their violence, and effectively managing these indi-
viduals, it is theoretically possible to reduce the incidence of
violence significantly. It follows that predicting who and under
what conditions violence is more likely to occur, followed by
effective management or intervention for those identified as at
high risk for violence, could be an effective violence prevention
strategy.

This model of violence reduction has been applied successfully
in the reduction of future violence among offender populations
(Andrews, 1995; Andrews, Bonta, & Hoge, 1990) and high-risk
youths (Lipsey & Wilson, 1998) and should be equally applicable
to many other types of violent behavior. For example, the govern-
ment of the United Kingdom has committed significant resources
to develop a program, termed the Dangerous and Severe Person-
ality Disorder (DSPD) treatment program, to provide treatment
and management services for a relatively small number of persons
who are deemed to be at very high risk for future violent and
sexual offending and also suffer from severe personality disorders,
in particular, those with psychopathy (Maden & Tyrer, 2003). The
assessment–prediction–intervention model for violence prevention
is therefore based on the accurate assessment of risk and prediction
of future violence. However, this model inevitably raises the
question as to what type of violence risk assessment and prediction
is the most accurate.

Issues in the Assessment and Prediction of Violence

There are several major hurdles to overcome in violence pre-
diction, in particular, the problems inherent in trying to predict
low-frequency events, vis-à-vis who will be the perpetrator of
violence and when he or she will act violently. Predicting any
low-frequency event is difficult and error prone (e.g., consider
predicting who will be the next perpetrator of a school shooting
and when he or she is likely to act). Making such predictions tends
to overidentify suspected perpetrators, that is, committing many
false positive errors. Even with a moderately accurate method of
prediction, predicting low- or very-low-frequency events, such as
serious violence (e.g., mass murder, serial killing, or predatory
child sexual abuse) will inevitably result in a high false-positive
error rate, that is, identifying many people who are deemed violent
but, in fact, are not (see Meehl & Rosen, 1955, and Monahan,
1981, for more detailed discussion). The financial and human costs
of such errors are very significant if individuals so identified are
detained for preventive purposes. However, the human cost is less
if therapeutic or rehabilitative services are offered instead to those
identified as at risk.

Another issue is the identification of valid predictors of violent
behaviors. In recent years, theoretical developments in risk pre-

diction research have begun to tackle this issue with some success
(e.g. Andrews & Bonta, 1998, 2003, 2006; Bonta, Law & Hanson,
1998; Hanson & Bussière, 1998; Hare, 1991, 2003; Monahan &
Steadman, 1994). It is probable that the most significant advance-
ment in the technology of risk assessment is the development of
structured and standardized risk assessment tools, that is, actuarial
tools, to complement, if not replace, the use of unstructured clin-
ical judgments (sometimes referred to as the first-generation of
risk assessment approaches) that are prone to error and biases (see
Andrews, Bonta, & Wormith, 2006; Dawes, Faust, & Meehl, 1989;
Grove & Meehl, 1996; Harris, Rice, & Quinsey, 1993; Monahan &
Steadman, 1994).

The use of actuarial risk assessment tools has now become an
accepted standard of forensic risk assessment practice (Monahan et
al., 2001, pp. 134–135). In most cases, actuarial tools are designed
by combining empirically or theoretically derived constructs that
are predictive of violence or antisocial activities to guide the
forecasting of future antisocial or violent acts. These constructs
can be historical (e.g., criminal history), clinical (e.g., personality
disorder), or situational (e.g., community support) in nature. They
can be further classified as either static/unchangeable, such as
criminal history, or dynamic/changeable, such as community sup-
port. Some constructs are theoretically derived (e.g., psychopathic
personality), whereas others are purely empirically derived (e.g.,
victim age). Some constructs are more relevant to certain sub-
groups, such as youths (e.g., peer group influences), whereas
others are more typically applicable to adults (e.g., employment
history). The “rules” for combining predictor variables in forecast-
ing violence can be quite specific, such as following guidelines in
rating predictors and in summing and interpreting the ratings
(vis-à-vis the actuarial approach), as opposed to being left to the
assessor to use his or her clinical judgment to arrive at a decision
(vis-à-vis the structured clinical judgment approach). It should be
noted that the term actuarial refers to the specified rules that risk
predictors are combined and results interpreted and not to the static
nature of the risk predictors. Regardless of the approach taken, the
predictive efficacies of all tools must be eventually subjected to
repeated empirical validation with client groups that differ in
demographic characteristics (e.g., age, gender, socioeconomic sta-
tus, ethnicity), level and type of past violence (e.g., criminal
histories, sexual vs. nonsexual offenders), psychiatric diagnosis
(e.g., presence of personality disorder, psychosis), intervention
received (e.g., treated vs. untreated), the specific criterion being
predicted (e.g., violent vs. nonviolent behavior or different types of
violent behavior), environmental setting (e.g., clients residing in
institutions vs. the community), countries of origin of the research,
and so forth.

Since the late 1970s, a range of actuarial risk assessment and
risk prediction instruments have been developed in many countries
and jurisdictions, all of which have been validated as demonstrat-
ing acceptable predictive efficacies for various types of antisocial
and/or violent behaviors. With such a wide range of tools, it is
reasonable to question which is best to use clinically for predicting
violence (see also Campbell, French, & Gendreau, 2009). The
answer has important theoretical and practical implications besides
the political and legal implications highlighted above. From a
theoretical perspective, it is important to know whether an actu-
arial approach or structured clinical judgment approach is better in
violence prediction. Furthermore, how does the predictive efficacy
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of theoretically derived violence prediction constructs compare
with that emanating from empirically derived ones? How do the
predictive efficacies of tools with only static constructs compare
with tools that include both static and dynamic constructs? On
the practical side, practitioners naturally want to use instruments
that give them the best prediction possible, given that major
criminal justice and forensic mental health decisions could hinge
on the accuracy of such predictions. The predictive efficacies of
these tools have been the focus of a number of traditional and
meta-analytic reviews. However, there are significant methodolog-
ical issues with a number of previous meta-analytic reviews,
making the interpretation of the results problematic (see section,
“Previous Meta-Analyses Conducted With Random-Effects Mod-
els and Rationale for the Present Study”).

Selection of Risk Prediction Instruments for the
Present Study

We selected nine tools for comparison in this meta-analysis. All
were used in an actuarial manner in the sense of computing a “risk
score” for prediction. All instruments were structured, standard-
ized, and designed to predict antisocial behaviors or violence as
their major objectives. Because the use of actuarial tools is now an
accepted standard of forensic risk assessment practice (see Mona-
han et al., 2001, pp. 134–135), it makes sense to compare the
predictive efficacies of such tools. They are also instruments
designed for assessing nonsexual offenders, contrasting with pur-
posely designed sexual offender risk assessment tools such as the
Static 99 (Hanson & Thornton, 1999), the Sexual Violence
Risk–20 (SVR-20; Boer, Hart, Kropp, & Webster, 1998), and the
Violence Risk Scale—Sexual Offender version (VRS-SO; Olver,
Wong, Nicholaichuk, & Gordon, 2007).

The tools included in this study differ along important dimen-
sions often used to categorize risk tools (see Andrews, Bonta, &
Wormith, 2006, and Campbell et al., 2009, for detailed discussion
of the different “generations” of risk tools). Some are regarded as
second-generation tools with mostly static/unchangeable risk pre-
dictors (Violence Risk Assessment Guide [VRAG]; Harris, Rice,
& Quinsey, 1993; General Statistical Information for Recidivism
[GSIR]; Bonta, Harman, Hann, & Cormier, 1996; Risk Matrix
2000 for Violence [RM2000V]; Thornton, 2007); and the Offender
Group Reconviction Scale (OGRS; Copas & Marshall, 1998),
whereas others are regarded as third-generation tools with mostly
dynamic or potentially changeable risk predictors (Level of Ser-
vice Inventory and revised version [LSI/LSI-R]; Andrews &
Bonta, 1995; Historical, Clinical, and Risk Management Violence
Risk Assessment Scheme [HCR-20]; Webster, Douglas, Eaves, &
Hart, 1997; and the Violence Risk Scale [VRS]; Wong & Gordon,
2006). Although some second-generation tools (including all of the
ones selected) demonstrate fairly good predictive validity (Gend-
reau, Little, & Goggin, 1996; Glover, Nicholson, Hemmati, Bern-
feld, & Quinsey, 2002), the sole reliance on static factors for risk
assessment has been criticized because these factors do not reflect
the complexity of individual functioning and cannot measure
changes in risk over time or identify areas for intervention (And-
rews et al., 1990; Campbell, French, & Gendreau, 2009; Wong &
Gordon, 2006). So-called third-generation tools were designed to
overcome these problems. The tools selected for inclusion also
differ according to whether their risk predictors have been largely

theoretically derived (Psychopathy Checklist—Revised [PCL-R];
Hare, 2003; HCR-20; LSI-R; and VRS), identified empirically
(GSIR, RM2000V, and OGRS), or represent a mixture of both
approaches (VRAG). Theoretically based tools, unlike atheoretical
ones, can also be used to test the validity of the theories on which
they are based, can be informed by changing theoretical formula-
tions, and can inform theoretically based clinical activities. For
example, as discussed later, the predictive validity of Factors 1 and
2 of the PCL-R may be highly relevant to the treatment of psy-
chopathy. Although we attempted to compare the selected risk
tools like for like (all are actuarial, designed to predict risk, and
used widely in forensic practice), the results of the study, in
addition to answering the key question of which tool has the
highest predictive efficacy, can potentially inform other relevant
issues, such as the relative performance of second- vs. third-
generation instruments and theoretically based vs. empirically
based instruments.

Violence Prediction: What Is Being Predicted?

There is no universally accepted definition of violence. Defini-
tions have changed over time and with technological develop-
ments. For example, cyber-bullying or bullying over the Internet,
with no direct physical or even visual contact, can be deemed a
form of violent behavior (Kowalski, Limber, Patricia, & Agatston,
2007). For researchers, a definition of violence such as “behaviors
that can or are expected to lead to significant physical or psycho-
logical harm” (see Wong & Gordon, 2003, p. 76; see also Wong &
Gordon, 2006, p. 288) would probably suffice as a working defi-
nition to guide research and theoretical discussions. However, the
definition of the criterion or outcome variable for prediction, that
is, what is being predicted, is more complex, as it has to withstand
tests of validity, reliability, and practicality. The range of possible
criterion variables for violence is wide: It includes self-reports to
third-party reports of incidents of violence, informal social service
or police contact, formal contact or police charges, formal adjudi-
cation and court convictions, and incarceration. The frequency or
base rate of occurrence also varies: It is generally higher for
self-reported incidents and lowest for measures of convictions and
incarceration because many police contacts do not result in con-
victions. The level at which violence is defined can therefore be set
according to the goal of the prediction and the practicality of data
collection.

The selection of a criterion measure for violence should be
guided by the goal of the research and the reliability and construct
validity of the variable of choice, as well as the ease and cost of
data access and collection. It would be ideal if there were a
common metric to assess the level of violence assumed by various
criterion variables such that between-study comparisons could be
made. To our knowledge, none is available. For the purpose of the
present review, the criterion variables, of necessity, were the ones
chosen by the various investigations we reviewed. In general,
studies usually focused on violent recidivism in the community or
violence in institutions, such as assaults against staff. In a recent
meta-analysis of the efficacy of risk assessment tools, all violent
outcomes in 88 studies could be coded as either institutional
violence or violent criminal recidivism (Campbell et al., 2009).
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Psychopathy: Assessment, Links to Violence,
and Implications

Psychopathy is a psychological construct underpinned by a
number of personality traits that, taken together, can be described
as a personality disorder. As a point of departure, researchers (e.g.,
Hare, 2003; Hare et al., 1990) have often referred to Cleckley’s
(1941, 1976) definition of psychopathy in the operationalization of
the construct of psychopathy. The personality traits generally
considered germane to psychopathy include affective deficits, such
as shallow affect, lack of remorse and shame, callousness, and lack
of empathy, as well as dysfunctional personality traits related to
social functioning, such as egocentricity, manipulativeness, un-
willingness to accept responsibility, insincerity, and lying (Cleck-
ley, 1941, 1976; Hare, 2003).

One of the most widely used assessment tools for psychopathy
is the PCL-R (Hare, 1991, 2003), a 20-item symptom construct
rating scale. The PCL-R is broadly conceptualized as comprising
two correlated factors, with Factor 1 tapping the interpersonal and
affective personality traits similar to that indicated above and
Factor 2 indexing chronic antisocial and unstable behaviors, in-
cluding impulsivity, a persistent pattern of antisocial and criminal
behaviors, and poorly regulated and unstable lifestyle. The number
of factors indicative of psychopathy continues to be debated; both
three-factor (Cooke & Michie, 2001) and four-factor (Hare, 2003)
models (with Factor 1 and Factor 2 each subdivided into two
facets) have been proposed. Still, there is much more research on
the two-factor as compared with the three- or four-factor models.
The debate centers on whether the chronic antisocial characteris-
tics captured by Factor 2 should be part of the conceptualization of
psychopathy. The debate is relevant both theoretically and with
respect to violence prediction and violence reduction interventions
for psychopathy. A major issue is the equivalency of the psychop-
athy constructs assessed with the PCL-R and the Diagnostic and
Statistical Manual of Mental Disorders (4th ed. [DSM–IV], Amer-
ican Psychiatric Association, 1994) as well as the International
Statistical Classification of Diseases and Related Health Problems
(10th Rev. [ICD-10]; World Health Organization, 1990) diagnoses
of antisocial personality disorder and dyssocial personality disor-
der, respectively. Such discussion is beyond the scope of this
article, but see Hare (2003, pp. 87–92) and Ogloff (2006) for
further details.

There is considerable empirical evidence, including a number of
meta-analyses, linking psychopathy assessed by the PCL-R with
criminality and violence (Edens, Campbell, & Weir, 2007;
Walters, 2003a, 2003b). A previous meta-analysis of 18 studies
reported the pooled raw effect sizes as 0.79 (95% confidence
interval [CI] � 0.42–1.18) or area under the curve (AUC) value of
0.71 for the PCL/PCL-R, plus a somewhat larger value of 1.92 for
the Psychopathy Checklist: Screening Version (PCL:SV) (Salekin,
Rogers, & Sewell, 1996). A subsequent meta-analysis of 10 studies
reported the point-biserial correlation between the PCL-R and
institutional adjustment (mostly aggression and violence) of 0.25–
0.27, which converted to AUC values of 0.64–0.66 (Walters,
2003b). Additional meta-analyses have also investigated the links
of Factor 1 and Factor 2 separately to criminality and violence. The
two factors are correlated in the range of .5 to .6 (Hare, 2003), and
there are important conceptual differences between them. The
PCL-R, originally developed to assess disordered personality, has

become one of the most widely used instruments for assessing risk
and predicting violence in the areas of criminal justice and forensic
mental health. That the PCL-R can predict violence has received
extensive empirical support (see Hare, 2003, for a review of the
evidence). However, it is less clear as to whether its predictive
efficacy should be attributed more to Factor 1 or to Factor 2. Aside
from theoretical debates over what really constitutes psychopathy,
clarifying the links of Factor 1 and Factor 2 with violence has
important implications for risk assessment, violence prediction,
and interventions to reduce violence. If Factor 2 has stronger links
with violence than Factor 1, then it is the criminality and chronic
patterns of antisocial behaviors that should be targeted in violence
prediction. However, if Factor 1 has stronger links to violence than
Factor 2, then violence risk predictions should focus more on
assessing core psychopathic personality traits.

In parallel, interventions to reduce the likelihood of violence
should be directed toward the factor or factors with significant
causative links with violence. Correlational links between a factor
and violence are a necessary, but not a sufficient, condition to
indicate causation. However, intervention directed toward factors
with few or no links to violence would not be effective in reducing
violence (Coie et al., 1993).

Interventions aimed to change personality traits represented by
Factor 1 would require therapeutic approaches effective in altering
egocentricity, callousness, lack of guilt or empathy, and so forth.
Personality traits are, by definition, resistant to change (e.g. DSM-
IV; American Psychiatric Association, 1994) and, as of yet, there
is no empirically supported effective intervention that can be used
to change Factor 1 traits (see O’Donohue, Fisher, & Hayes, 2003).
This is not to say that psychopathy is not treatable. Quite the
contrary, a recent review of the evidence did not support the
contention that treatment can make those with psychopathy worse
(D’Silva, Duggan, & McCarthy, 2004). As well, there is increasing
evidence to suggest that treatment can have a positive impact on
psychopathic offenders (see Olver & Wong, 2009). However, if
Factor 2 is the causative link with violence, then interventions
toward antisocial behaviors should be effective in reducing vio-
lence.

There is an extensive literature (generally referred to as the
“what works” literature) that addresses interventions effective in
reducing antisocial and criminal behaviors, essentially Factor 2
characteristics. The risk, need, and responsivity principles have
been set forth as guidelines for the delivery of risk reduction
treatment and have received considerable empirical support, in-
cluding meta-analyses (see Andrews & Bonta, 1998, 2003, 2006,
2010; McGuire, 2008). Within this context, the present study
examined the efficacy of both Factor 1 and Factor 2 in predicting
violence because of the theoretical, policy, and practical implica-
tions for violence risk assessment and prediction as well as vio-
lence reduction interventions.

Comparison of the Predictive Efficacy of Violence
Prediction Instruments

To answer the question of which is the best tool for predicting
violence, a proper index for comparison must be used. Two ap-
proaches are most frequently used when comparing the predictive
efficacies of different risk assessment tools: (a) comparison of two
or more tools, with indices of predictive efficacy such as AUC or
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correlational statistics and (b) meta-analysis of a fixed-effects
model to pool data from different studies for comparison. Studies
conducted with the first approach have compared the PCL-R (Hare
et al., 1990), the Violence Risk Appraisal Guide (VRAG; Quinsey,
Harris, Rice, & Cormier, 1998), the Violence Risk Assessment
Scheme (HCR-20; Webster et al., 1997), the Level of Service
Inventory—Revised (LSI-R; Andrews & Bonta, 1995), the Psy-
chopathy Check List: Screening Version (PCL:SV; Hart, Cox, &
Hare, 1995), the Lifestyle Criminality Screening Form (LCSF;
Walters, White, & Denney, 1991), General Statistical Information
on Recidivism (GSIR; Nuffield, 1982), Sexual Violence Risk–20
(SVR-20; Boer et al., 1998), and Static 99 (Hanson & Thornton,
2000). However, these studies have produced inconsistent results,
varying from no difference (e.g., Edens, Poythress, & Lilienfeld,
1999; Kroner & Mills, 2001) to large but inconsistent differences
in favor of one or more instruments (e.g., Douglas, Ogloff, Nic-
holls, & Grant, 1999; Hilton, Harris, & Rice, 2001; Gendreau,
Goggin, & Smith, 2002; Loza & Green, 2003; Stadtland et al.,
2005). Such inconsistencies may be attributable, in part, to varia-
tions between the studies, including sample characteristics (e.g.,
age, gender, size of sample, length of follow-up) and criterion
variables (general vs. violent recidivism vs. institutional infrac-
tions) and sample (mental health vs. criminal justice vs. a mixture
of both), not to mention potential proprietary, biases that were
unaccounted for in the studies. Meta-analyses conducted with
random-effects models are intended to overcome some of these
limitations and should yield more reliable results, as explained
below.

Previous Meta-Analyses Conducted With
Random-Effects Models and Rationale for the

Present Study

Meta-analyses conducted with random-effects models are now
considered to be a standard approach for dealing with heteroge-
neity among studies and have, in many cases, superseded fixed-
effects models (see Hunter & Schmidt, 2000). According to Hunter
and Schmidt, this is particularly true in social sciences, where
studies of effect sizes on certain interventions are most likely
based on observational investigation rather than randomized ex-
perimental design. The assumption that effect size is the same in
all of the studies is not tenable, and the random-effects model is
arguably preferable. Walters (2003b) reported a meta-analytic
study that compared the effect sizes of (a) the PCL-R, PCL:SV,
and PCL:Youth Version (PCL:YV) with (b) that of the LCSF in
predicting institutional adjustment and general recidivism. Analy-
ses conducted with inmate samples generated 48 separate effect
sizes from 41 studies for the PCL family of tools and 14 separate
effect sizes from nine studies for the LCSF. These studies were
carried out from 1989 to 2001. Significant heterogeneity in effect
sizes across studies was reported. Weighted effect sizes were then
calculated to take into account the heterogeneity or significantly
different variability in the outcome measures between studies. The
95% confidence intervals (CIs) were used to compare the overall
weighted effect sizes between the two types of instruments for
each of the two outcomes. No significant difference between the
two types of instruments in predicting institutional adjustment and
general recidivism was found, as their CIs overlapped. To examine
sources of heterogeneity among studies, Walters then conducted a

stratified analysis and found that differences in prediction were
related to various study characteristics, such as country of origin of
the report, retrospective versus prospective designs, follow-up
time, and sample characteristics such as gender, age, and type of
participants (mentally disordered vs. prisoners). However, this
analysis did not consider violent outcome.

A subsequent meta-analysis by the same author (Walters, 2006)
compared effect sizes between professional-rated and self-report
risk assessment tools for institutional violent infractions and for
general recidivism. The rated tools included the HCR-20, the
LCSF, the LSI/LSI-R, the PCL/PCL-R, and the VRAG; there were
13 self-report measures. In all, 25 studies of adult male offenders
published between 1986 and 2005, with one or more measures in
the two groups of instruments, were included. Using the same
random-effects model, weighted analysis suggested moderately
larger effect sizes for rated tools compared with self-reported tools,
but only for general recidivism. No comparison of effect sizes was
made between the five professional-rated instruments, and no
attempt was made to adjust for possible moderator effects, such as
study features, when comparing instruments.

Edens, Skeem, and Douglas (2006) reported a meta-analysis of
21 studies that compared the effect sizes of the PCL-YV and the
Youth Level of Service/Case Management Inventory (YLS/CMI;
Hoge & Andrews, 2002) in predicting general and violent recidi-
vism among young offenders, with a simple random-effects model.
They found that the predictive efficacy of the two measures was
comparable and cautioned that there was considerable heteroge-
neity among the effect sizes, which should be addressed in further
studies. No attempt was made to assess or account for study or
sample characteristics in this analysis.

Following the study of Edens et al. (2006), Schwalbe (2007)
conducted a meta-analytic study to compare a large number of
instruments for youths, with similar outcomes in similar popula-
tions, based on 42 AUC values from 28 studies of youth recidi-
vism. To address the issue of study heterogeneity in comparing
risk instruments, the author used a different approach from previ-
ous meta-analyses by means of a two-step process: first, using
restrictive inclusion criteria to minimize heterogeneity by includ-
ing only prospective or longitudinal studies that were carried out
with youths and, second, adjusting for potential moderators using
a weighted least square (WLS) regression model that took into
account random effects of studies while comparing instruments.
Potential moderators were labeled as methodological and interval
level. Instruments were broadly grouped as second and third gen-
eration. The methodological moderators were publication status
(published or not), sampling frame (probation or institutional),
information source (file review or direct interview), and cross
validation (yes or no). Interval-level moderators included sample
size, percentage female, percentage minority, and length of follow-
up. The WLS analysis indicated significantly larger effects of
studies on construct samples than validation samples, third-
generation as compared with second-generation measures, and
studies with smaller samples; smaller effects occurred with studies
utilizing institutional samples as opposed to probation samples.
The last three moderators together accounted for 42% of the total
variation (based on AUC values), whereas instrument type ac-
counted for only 17%. This study did not provide comparison by
individual instruments because there were only 42 AUC values in
the analysis. The WLS analysis was able to identify some key
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moderators and adjust for them simultaneously while comparing
two groups of instruments by second or third generation. This
approach has yet to be applied in other settings, for example,
efficacy of risk instruments for violence among adults.

In predicting adult violence, the recent meta-analysis by Camp-
bell et al. (2009) was probably one of the most comprehensive
comparisons of multiple instruments in predicting institutional
violence (76 effect sizes) and violent recidivism (185 effect sizes).
These authors pooled 88 independent studies from 1980 to 2006
and compared effect sizes of the HCR-20, the LSI/LSI-R, the
PCL/PCL-R, the PCL:SV, the GSIR Scale, and the VRAG for each
of the two violent outcomes. The weighted effect sizes showed no
differences among instruments for institutional violence, but a
somewhat larger effect size of the VRAG compared with the
HCR-20 and the GSIR Scale for violent recidivism. The authors
applied a conventional random-effects model and weighted effect
size analysis. Their study again demonstrated significant hetero-
geneity among studies for most instruments in the comparison
except for the HCR-20, but the sources of the heterogeneity
remained unexamined.

In sum, most of the previous meta-analyses reviewed found
inconsistent to no difference among instruments they compared.
However, the authors of these studies recognized the presence of
heterogeneity among studies and attempted to account for them by
using random-effects models to calculate weighted effect sizes and
by examining the effects of one moderator at a time by a stratified
analytic approach. On the basis of subsample data, such analysis
has two obvious drawbacks: (a) reduced statistical power to detect
differences in predictive efficacy and (b) unexplained variation in
effect sizes due to differences in moderators that could not be
included in the stratification, which, in practice, usually involves
no more than two moderators at a time. Both drawbacks could lead
to large standard errors and wide confidence intervals in effect
sizes and, hence, could potentially obscure moderate differences
between two instruments. The WLS regression analysis reported
by Schwalbe (2007) with restrictive study selection criteria could
be effective in estimating effects of multiple moderators by using
all available data. However, whether the findings could be gener-
alized to studies with larger heterogeneity based on less restrictive
inclusion criteria is debatable.

Another source of study heterogeneity, rarely acknowledged in
previous meta-analyses, was large individual differences embed-
ded in differences between risk instruments because the compar-
isons of the tools were based on different studies with different
individuals.

Our study objectives were to make a number of improvements
on the extant literature, in light of the above methodological issues
and conceptual considerations. First, we compared the efficacy of
nine widely used instruments to predict violent behavior, including
the PCL-R, the PCL:SV, the HCR-20, the VRAG, the OGRS, the
RM2000V, the LSI/LSI-R, the GSIR, and the VRS, as well as
seven subscales: PCL-R Factor 1 and Factor 2, the 10-item His-
torical subscale, the five-item Clinical subscale, and the five-item
Risk Management subscale of the HCR-20; and the Static and
Dynamic scales of the VRS. The PCL-R subscales were included
for key conceptual reasons, elucidated above. The HCR-20 sub-
scales are often reported in the literature together with the total
score. The VRS is the only tool that has separately identified static
and dynamic predictors, and their comparison should also be

informative for reasons discussed earlier. Second, in an attempt to
minimize sampling error between individuals, we used a within-
group design by including only independent studies that compared
the predictive efficacy of more than one risk tool on the same
individual. Third, we used multilevel regression models (Gold-
stein, 2003) to estimate the magnitude of heterogeneity or random
effects to compare weighted effect sizes among instruments, taking
into account random effects, and to examine and adjust for impacts
of study features on the differences of effect sizes between the risk
instruments. Indeed, our position is that the multilevel regression
model can improve on the WLS used by Schwalbe (2007) in
several ways. It decomposes total variance by the natural layers in
the data structure, such as between studies and between instru-
ments within study. It tests for random effects as the conventional
Q statistic does, estimates weighted effect sizes for instruments,
and adjusts for moderators or study features simultaneously all
within the same model. The model also measures variation of
effect sizes among studies that are attributable to different study
features and sample characteristics (see Method section for more
detail).

Overall, our primary objective was to determine which, among
the instruments included in the study, is the most effective violence
prediction tool after addressing the methodological issues of ear-
lier meta-analyses. Furthermore, we aimed to evaluate the predic-
tive efficacy of second-generation (static) and third-generation
(dynamic) tools, together with comparisons between theoretically
derived and empirically derived tools. The study also investigated
the links between the PCL-R Factor 1 and Factor 2, and violence.

Method

Selection of Studies

There were four study selection criteria: (a) more than one risk
assessment instrument must have been evaluated in the same
sample; (b) the reported outcome measures must have clearly
involved some form of violent behavior, including violent charges
or convictions as well as noncriminal violence against persons or
objects; (c) reported statistics must have been reported in sufficient
detail for the computation of the instruments’ effect sizes; and (d)
published or unpublished studies reported since 1999 to capture
recent work as most comparative studies of actuarial instruments
were reported during the last decade. On the basis of the above
selection criteria, key words risk assessment, violence prediction,
and comparing risk assessment instruments were used in literature
searches. The databases included PsycINFO, Embase, and Med-
line, from 1999 to 2008. Authors who were known contributors to
the risk assessment literature were added to the searches. Keyword
search was also applied to specific criminal justice and behavioral
sciences journals. The abstracts were independently read and se-
lected by the first and third authors. Full versions of articles were
obtained if the abstract indicated compliance with inclusion crite-
ria a and b. At this point, cross-reference reviews of reference lists
of all papers were used to identify any other relevant papers missed
in the original search. The first author then read all papers to
decide whether sufficient statistics were presented in the article
(using tables, figures or text) to calculate effect sizes for subse-
quent analyses. Unpublished papers identified were solicited from
authors by mail or e-mail. A final source of relevant studies came
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from recommendations of anonymous journal reviewers, who read
an early version of the manuscript. Initial selection of the meta-
analysis sample included four Canadian studies with overlapping
samples but with different follow-up periods. Advice from journal
reviewers prompted us to exclude all but the one with the largest
sample size. Two studies (Mills & Kroner, 2006; Mills, Kroner, &
Hemmati, 2007) included some individuals who participated in
both studies but were assessed by different instruments over dif-
ferent follow up periods. They were coded in the analysis as one
study.

These procedures yielded 28 independent studies, published or
unpublished, from 1999 to 2008, which compared between two
and nine risk assessment instruments, including subscales of the
HCR-20, the PCL-R/PCL:SV, and the VRS, and which had suf-
ficient data to be included in the meta-analysis.

Criterion or Outcome Measures

Generally, outcome measures reported in the literature are based
on violent criminal reconvictions extracted from official records
after the individual has been released and followed up for some
time in the community (oftentimes referred to as community
violence), or some form of physical aggression or violence toward
others based on staff observations documented in institutional case
files when the individual (often a forensic psychiatric patient) was
in custody in an institution (oftentimes referred to as institutional
violence). To address the potential concern raised by an anony-
mous reviewer that the many criterion variables of violence re-
ported in the literature could represent qualitatively different types
of violent behaviors, we created a covariate consisting of four
violence categories based on the study outcome descriptions. The
following four categories were developed because, first, they ap-
pear to be able to best sort the articles into mutually exclusive
categories and, second, they are sufficiently conceptually different
as to potentially represent different types of violent behaviors. The
four categories are the following: (a) specific mention of actual
physical aggression or violent acts toward institutional staff and
others (excluding threats or attempts) perpetrated within an insti-
tution (see Morrissey et al., 2007); (b) actual, attempted, or threats
of harm to others primarily determined with the HCR-20 definition
of violence as per Webster et al. (1997; see de Vogel, de Ruiter, de
Hildebrand, Bos, & van de Ven, 2004); (c) broadly defined violent
criminal recidivism from official records which included sexual
offense and robbery (e.g., Wong & Gordon, 2006); and (d) violent
criminal recidivism from official records excluding sexual of-
fenses and robbery (see Coid et al., 2009). All of the original
articles were reviewed and coded into one of four categories by the
first author. When there was overlap in the criteria in the article,
the predominant category that best represented the outcomes was
selected. Ten articles were selected and retrospectively reviewed
by the second author. There were agreements on the categorization
on 7 of 10. On further discussion, all disagreements were resolved
in favor of the categorization of the first author: One was misread
by the second author, and two were agreed to after further review-
ing of the criteria use. It was not possible to develop even more
precise categories to cover the broad literature because of the lack
of detailed descriptions in the studies, and outcomes of conve-
nience were often used. The outcome categories also overlapped
according to type of participant and country of studies. However,

according to this categorization of outcome, 62.5% of studies of
forensic psychiatric patients used category a; 62.5% of studies of
mixed offender and psychiatric patients used category c, and 25%
used category b. A total of 50% of studies of prisoners used
category d, with 33.3% of these studies also using category c.
Some studies reported multiple outcomes that included both vio-
lent and nonviolent acts. Nonviolent acts, such as general criminal
recidivism and behavior that involved only verbal aggression, were
excluded from the meta-analyses. In view of the importance of
outcome criteria in this type of research, we make some specific
suggestions in the Recommendations section regarding future at-
tempts to resolve these issues.

The question of whether sexual offenses should be considered as
violent offending is open to interpretation. Our position that they
should be is in line with the views of the authors of a number of
risk assessment tools, such as the HCR-20: “All sexual assaults
should be considered violent behaviour” (see Webster et al., 1997,
p. 25; see also the VRAG, Quinsey et al., 1998, p. 142; and the
VRS, Wong & Gordon, 2006, p. 288). However, if a certain study
author chose to exclude sex offenders from his or her study for
specific reasons, then we accepted such reasoning in our choice of
studies to review. The complexity of the issue is illustrated by the
following: An offender with a long history of nonsexual offending
but with an index sexual offense may be deemed a sex offender for
the purpose of his or her current sentence management; on the
other hand, an offender who committed a minor sex offense many
years ago but more recently was convicted of a serious, nonsexual
violent offense is likely to be deemed a nonsexual violent offender.

Study Features Included in the Analyses

Differences in study characteristics and sample variables must
be taken into account, as they could act as covariates or moderators
in the estimation of instrument efficacy. The effects of study
characteristics and sample variables should be quantified and
adjusted in order to obtain independent estimates of the effect sizes
in violence prediction. In addition, it is well established that risk of
violence is strongly associated with sex, age, and certain forms of
mental disorder, for example, antisocial personality disorder. Other
potential contributing factors include retrospective compared with
prospective study design, different operationalizations of the cri-
terion variable (as discussed above), and country of origin of
studies. Although there is an inevitable lack of uniformity in the
use and/or reporting of such factors, we endeavored to extract as
much information as possible from all studies to include in our
analyses.

Sample variables used in the study were as follows: (a) mean
age, (b) percentage of male participants, (c) study type (retrospec-
tive vs. prospective), (d) country where the study was carried out,
(e) type of participants (nonsexual offenders or prison inmates vs.
forensic mental health patients vs. mixed samples), (f) type of
violence, and (g) average follow-up time in months. For studies
reporting a number of follow-up times (e.g. Craig, Beech, & Browne,
2000; Dahle, 2006; Snowden, Gray, Taylor, & MacCulloch, 2007;
Wong & Gordon, 2006), we used data at the time point for which the
maximum sample size was reported.
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Effect Size Measure

There are three commonly used measures of effect size for
predictive accuracy: Cohen’s d, receiver–operating characteristics
area under the curve (AUC), and the correlation coefficient. Co-
hen’s d is well established for meta-regression analysis with co-
variates or mediators; it is used particularly to deal with random
effects (Goldstein, Yang, Tuner, Omar, & Thompson, 2000). It can
easily be converted into the other two measures for comparison
purposes (M. E. Rice & Harris, 2005). Cohen’s d values have been
calculated directly for eight studies in which the risk assessment
instrument’s means and standard deviations of scores for groups,
with and without the defined violent outcomes, were available. For
one study (Grann, Belfrage, & Tengström, 2000), the Cohen’s d
effect size value was approximated on the basis of medians and
quartiles observed in graphs. For another 13 studies that reported
various correlation coefficients, we converted the correlation co-
efficient r to Cohen’s d using the formula d � r[pq(1 – r2)]�0.5

(Hunter & Schmidt, 2004; M. E. Rice & Harris, 2005), where p
was the base rate of the outcome and q � 1 � p. When the base
rate was close to 50%, the formula was reduced to d � 2r(1 –
r2)�0.5 or d � [(n � 2)/n]0.5 [2r(1 – r2)�0.5] for small samples. If
the study reported the correlation coefficient separately for men
and women, the d value was computed for men and women
separately. The sample size reported for assessing each instrument
was used as a weighting factor in the meta-regression model for
the effect size analysis. For eight studies that reported only the
AUC values, a direct conversion of the AUC value to the d value
was carried out on the basis of the table of M. E. Rice and Harris
(2005).

The effect size as d value was calculated for each risk instru-
ment assessed for each study. In total, 174 effect size values from
28 studies were included in the analysis.

Multilevel Regression Models

Multilevel regression models developed from educational effec-
tiveness assessment have been shown to provide optimal flexibility
both to disentangle random effects by sources of variation (Gold-
stein, 2003) and to estimate effects of sample characteristics
simultaneously in meta-analysis with complex data structure
(Goldstein et al., 2000). This approach has followed the principle
of meta-regression methods (Greenland, 1987) for observational
data with measurable moderators in epidemiology. It is advanced
by building in random parameters to identify and quantify sources
of variation or heterogeneity. The merits of multilevel models in
comparison with standard statistical approaches to meta-analysis
of effect sizes and odds ratios have been explicitly demonstrated
(Tuner, Omar, Yang, Goldstein, & Thompson, 2000). Applications
of multilevel models can be found in health (Leyland & Goldstein,
2001; N. Rice, Carr-Hill, Dixon, & Sutton, 1998; Von Korff,
Koepsell, Curry, & Diehr, 1992) and in educational (Goldstein,
2003), as well as social, political, and behavioral studies (Samp-
son, Raudenbush, & Earls, 1997; Yang, Heath, & Goldstein,
2000). Software tools for multilevel analysis models are now
available in many major statistical packages, such as SAS, Stata,
SPSS, and SPlus.

The hierarchical features in many published risk assessment
studies are well suited for multilevel regression analysis. Hierar-

chical features pertain to the condition that several risk assessment
instruments are applied to the same sample of individuals within a
study; they also afford analysis of the marked heterogeneity or
random effects between studies, including differences in sample
characteristics, such as sex and age, and differences in study
characteristics, such as country of origin, follow-up time, prospec-
tive versus retrospective designs, and outcome categories. Multi-
level models consist of two parts: (a) random parameter estimates
for random effects at the level of variation sources, and (b) fixed
parameter estimates for mean effects of covariates or moderators.
We used random parameter estimates to quantify and disentangle
total variation in effect sizes to the level of study (between-study
variation) and level of instrument (within-study variation), and
fixed parameter estimates to examine independent effects of study
features or moderators mentioned above. Weighted effect sizes of
instruments adjusted for random effects and effects of moderators
were estimated and compared within the framework of multilevel
models.

Design and Analytic Strategy

Compared with a between-subjects design, a within-subject
design yields smaller random sampling error and thus provides
better statistical power to detect differences of interest. We chose
a within-subject design for this study, meaning that only studies
evaluating more than one risk assessment instrument on the same
sample of subjects with the same outcome variable were included
in the analyses. Such a model provides a natural three-level hier-
archical structure: that is, risk instruments nested within studies
and participants nested within instruments. Three-level multilevel
regression models were therefore applied.

When comparing effect sizes among risk instruments, the
PCL-R was used as the reference category because it was one of
the most widely used tools and was reported by most studies
included in our meta-analysis. The mean differences in effect sizes
between other tools and the PCL-R were estimated in the multi-
level regression model and tested by the generalized Wald test
after fitting a model. The program MLwiN (Rasbash et al., 2000)
was used to perform multilevel regression analysis. All models
were weighted by the inverse of sample size.

Three nested models were fitted. Model A, a three-level vari-
ance component model, provided one estimate for the overall mean
effect size in the regression, together with two variances of random
effects segregated into study and instruments within study. This
model was fitted to quantify the heterogeneity of effect sizes by the
sources and to test the presence of random effects between studies
and within study. If the two variances of random effects were no
more than chance or sampling error, Model A was reduced to a
simple fixed-effects model that estimated a pooled mean estimate
of all studies, with the meta-analysis sample considered homoge-
neous.

Model B, an elaboration of Model A, provided a mean estimate
of effect size for each instrument and its subscales, with PCL-R as
the reference. It explored the magnitude of the total variance
attributable to different risk assessment instruments. Changes in
the study-level variances between the two nested models are
measures of the contributions of the instruments to the variance of
effects sizes. For example, Model A may estimate a variance of
effect sizes at study level as 0.5, and Model B may estimate a
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variance as 0.3, which is smaller than the Model A estimate. If the
instrument effects in Model B are significant, the difference be-
tween 0.5 and 0.3 is the variance component in the total effect size
explained by the differences in instruments. For comparison pur-
poses, we also estimated a fixed-effects only regression model
(B1) for the predictive efficacy of all instruments by removing
variance components from Model B, that is, ignoring random
effects in the effect sizes. Comparison of models with and without
taking into account random effects between studies can indicate
the contributions of random effects on the estimates of efficacy of
risk instruments.

In Model C, study characteristics, such as type of participants,
country of origin, type of study, age and sex of participants, time
of follow-up, type of criterion measures, and so forth, were in-
cluded to examine the extent to which study characteristics con-
tributed to the effect size variation across studies. Model C pro-
vided estimates of the contributions of study characteristics to the
effect size of violence prediction, such that comparisons of the
effect sizes among risk instruments could be made independent of
study characteristics. Interactive effects between some study fea-
tures, such as sex and efficacy of instruments, were considered in
order to understand the reason for the differences between instru-
ments.

The adequacy of models was assessed by the goodness of fit,
with the likelihood ratio test of chi-square statistic, that is, the
difference in the �2log-likelihood values between any two nested
models. The difference in predictive efficacy estimates between
instruments was tested with the generalized Ward test in MLwiN.
All models in the study were fitted by MLwiN. Conversions of
Cohen’s d values from the ROC AUC values were carried out
following the table in M. E. Rice and Harris (2005) when appro-
priate.

It is well established that correlation coefficients and AUC
values based on a smaller sample can be inflated and may have a
direct impact on the effect size measures. In our multilevel regres-
sion models for aggregated data, the raw sample size for the
calculation of each effect size value was used as a weighting factor
to address this issue; it was applied in all models presented.

Results

Features of Studies

A summary of studies included in the meta-analysis is presented
in Table 1. The majority (k � 11) were carried out in the United
Kingdom, followed by Canada (k � 9), with three in Sweden, two
in Holland, three in the United States, and one in Germany. Nine
studies were prospective; 19 were retrospective. In the latter,
participants were identified using archival information and were
then followed up to assess their violent outcomes. The total sample
size in the meta-analysis was in a range of 6,348–7,221 by dif-
ferent instruments and a range of 34–1,650 by study. Only those
original studies in which some form of violence was identified as
the outcome variable were included in the meta-analysis. As such,
some samples in the present study may be lower than those in the
original reports.

The mean age of participants in the sample was 33.3 years
(range � 24–44 years), with 17 studies consisting of male partic-
ipants only, 9 of mixed sex, and 2 of women only. Participants in

the studies were mostly prisoners (k � 12); others were psychiatric
patients residing in forensic hospitals (k � 8) or offenders with
mental disorders (k � 8). Specific categories of mental disorder
were not evaluated in the present study. The overall mean
follow-up time was 43.8 months, varying from 3 to 133 months.
For two studies that did not report the follow-up time, the average
follow-up time of all studies was used as an estimation.

In total, 18 risk assessment tools, including subscales of the
instruments, were evaluated. These included the VRAG (k � 17),
the HCR-20 (k � 16), HCR-20 subscales Historical, Clinical, and
Risk Management (ks � 18, 14, and 12, respectively), the PCL-R
(k � 16), the PCL:SV (k � 8), PCL-R/PCL:SV Factors 1 and 2
(ks � 13 and 13), the RM2000V (k � 3), the GSIR (k � 3), the
LSI/LSI-R (k � 5), the OGRS (k � 2), the VRS (k � 4), and the
VRS Static and Dynamic scales (ks � 3 and 3). For one study
(Craig et al., 2000), the SVR-20 and the Static99 were evaluated
for violence of nonsexual offenders. The overall base rate of
violent outcomes was 24.9%, ranging from 4.8% of violence
recidivism of patients in a 5-year follow-up to 100% of physical
aggression by female patients with mental disorders in a nearly
2-year follow-up. The raw effect size varied from �0.187 to 1.34.

Pooled Effect Size and Its Random Effects

The raw effect sizes were symmetrically distributed with a mean
of 0.65 (variance � 0.096). The pooled effect size and its distri-
bution of variance based on Model A (Table 2) demonstrated that,
of the total estimated variance (0.0923), 48.2% (0.0445/0.0923)
was due to the difference or random effects across studies and
51.7% (0.0478/0.0923) to the different instruments within the
study. Both variances were statistically significant, Wald test
�2(1) � 8.26, p � .004, and �2(1) � 43.15, p � .0001, respec-
tively. The results suggested significant heterogeneity of effect
sizes across studies as well as across instruments. On the basis of
this model with the pooled effect size estimation as 0.66, a 95%
distribution range of such effect sizes among all studies was
estimated to vary from 0.25 to 1.08 and among all instruments,
from 0.23 to 1.09, respectively.

Effect Sizes of Instruments From Fixed- and
Random-Effects Models

We first fitted a single level or fixed effect regression model
(Model B1 in Table 2) with weighting factor to compare effect
sizes of instruments. By ignoring the heterogeneity among studies
on the outcome measure, the simple meta-regression analysis
suggested that effect sizes for eight instruments and their sub-
scales, including the VRAG, the HCR-20, the PCL:SV, the OGRS,
the GSIR, the RM2000V, the VRS Static subscale, the VRS
Dynamic subscale, and PCL-R Factor 2, were significantly larger
than that of PCL-R total, whereas the effect sizes of PCL-R Factor
1, the five-item Clinical subscale and the five-item Risk Manage-
ment subscale in HCR-20, and other sexual risk assessment in-
struments were significantly smaller than that of PCL-R. However,
by allowing effect sizes to vary randomly among different studies
and estimating a variance at study level for such difference, the
two-level random effect model (Model B2 in Table 2) showed
considerably improved goodness of fit over Model B1, with the
likelihood ratio test �2(1) � 800.9, p � .0001. Furthermore, by
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allowing effect sizes to vary among instruments and by disentan-
gling variance components for studies and for instruments respec-
tively, the three-level model (Model B3) further significantly im-
proved the goodness fit of Model B3 over Model B2, with the
likelihood ratio test �2(1) � 398.6, p � .0001. Among the three
models, the single-level model B1 had the smallest standard errors
of efficacy estimates for all instruments, hence, a greater chance
for Type I error (i.e., more false significant findings). The consid-
erably larger log-likelihood value of Model B1 than the other two
nested models indicated the worst fit of the model to the data.

Results of Model B3 suggested that only HCR-20 had a larger
effect size than PCL-R, �2(1) � 12.86, p � .0003, and only PCL-R
Factor 1 had a significantly smaller effect size than PCL-R, �2(1) �
21.36, p � .0001. No significant differences were found between the
remaining risk assessment instruments compared with the PCL-R.
The goodness of fit of Model B3, after estimating instrument differ-
ences, was a significant improvement to Model A, with the likelihood
ratio test, �2(16) � 64.20, p � .0001. The differences among instru-
ments reduced the total variance in effect sizes by 22.6% between
Models A and B3 and, in particular, reduced the variance within study
by 48.0%, from 0.0445 in Model A to 0.0249 in Model B3. This
finding signifies that a large proportion of variation in the mean effect
sizes between studies was related to the correlation between instru-
ments within studies. Failing to take into account such correlation in
comparing the predictive efficacy, such as in Model B1 and B2, can
lead to underestimations of standard errors of parameters and could
produce false positive findings.

Based on Model B3, we still observed a considerable amount of
variation among studies, �2(1) � 10.29, p � .0001, and among
instruments, �2(1) � 35.00, p � .0001. It was reasonable to hypoth-
esize that differences in effect sizes between studies could be related
to study features that tended to vary from study to study. Taking such
variability into account may reduce the effect size estimates for
instruments. In Model C1, we accounted for study and sample char-
acteristics that were not accounted for in Model B3. The likelihood
ratio test suggested that Model C1 represented a significant improve-
ment in the goodness of fit over Model B3, �2(11) � 30.55, p � .001,
and a marked reduction of the study level variance by 70.3% (from
0.0445 in Model A to 0.0132 to Model C1). The results strongly
supported our hypothesis that study and sample characteristics could
be major contributors to differences between studies. On the basis of
this model, the major study features that contributed to the effect size
were the origin of study, type of study, time of follow-up, and
participants’ sex. After controlling for such difference in study fea-
tures in Model C1, the effect size of HCR-20 was still significantly
larger than that of PCL-R, �2(1) � 12.45, p � .0004, and the effect
size of PCL Factor 1 was still significantly smaller than that of
PCL-R, �2(1) � 20.89, p � .0001, and that of Factor 2, �2(1) �
31.79, p � .0001. The rest of the instruments were no different from
the PCL-R in their predictive efficacy. Raw effect sizes of risk
instruments and their estimated efficacy determined with Model C1
are presented in Table 3. It can be seen that after taking into account
the data structure, the country of study, participants’ sex, mean age of
participants, follow-up time to the outcome, and type of study, the
predictive efficacy of the risk instruments all fall between a range of
0.56 and 0.71 in terms of the AUC value, with the majority falling
within a narrow range of 0.65–0.69. According to the general rule of
the effect size, d values � 0.2, 0.5, and 0.8 are small, medium, andT
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large effects, respectively (Cohen, 1988). Thus the instruments in-
cluded in this study demonstrated medium effects for predicting
violence risk. As PCL-R Factor 1 showed no predictive effect (CI
overlaps with 0), the efficacy of the PCL-R and the PCL:SV were
mainly explained by Factor 2 (or Part 2 for PCL:SV). The three
subscales of the HCR-20 were all predictive, with medium effects
respectively. The larger effect size in the HCR-20 total seemed to
suggest some incremental effects among the subscales. For the VRS,
the Dynamic scale appeared to contribute more to the total than to the
Static scale, but there was no significant difference between them as
a result of the limited number of studies of this instrument.

Association of Study Characteristics With
Predictive Effect Size

Results in Model C1 demonstrated that country of study, mean
time of follow-up, type of study, and sex of participants signifi-
cantly affected predictive efficacy for violent outcomes. In gen-
eral, the U.S. studies reported smaller effect sizes by a mean of
�0.513 compared with studies conducted in Canada, �2(1) �
20.99, p � .001. Prospective studies reported a larger effect size by
a mean of 0.156 compared with retrospective studies, �2(1) �
4.82, p � .028. Longer follow-up time was associated with larger
effect size, �2(1) � 7.73, p � .0005, and studies on women and
mixed samples reported larger effect sizes by a mean of 0.045,

�2(1) � 5.68, p � .017, and 0.245, �2(1) � 9.03, p � .0038,
respectively, compared with studies utilizing only men.

Model C2 tested interactive effects between study origin and
sex, between instruments and sex for differentiated effect sizes.
Including these interactions in Model C2 significantly improved
the goodness of model fit over Model C1, �2(7) � 179.34, p �
.0001, as shown in Table 4.

Compared with Model C1, in Model C2 the efficacy of the OGRS
for men became significantly larger than that for the PCL-R, �2(1) �
5.25, p � .022, by a mean of 0.315, whereas for women, the effect
size was considerably reduced by �0.81, �2(1) � 132.9, p � .0001.
There was a significantly reduced efficacy of the RM2000V for
women, �2(1) � 13.22, p � .003, and an increased efficacy of the
PCL-R/PCL:SV Factor 1 for women, �2(1) � 14.53, p � .0001. The
overall effect size for women in the U.S. studies was significantly
lower than that of others by �0.48, �2(1) � 4.44, p � .035, whereas
the effect size for men in the U.S. studies was no different from that
in other studies, �2(1) � 3.69, p � .055. Furthermore, the difference
between prospective and retrospective studies now became nonsig-
nificant, �2(1) � 1.43, p � .230.

Other consistent findings in both models C1 and C2 were as
follows: (a) better efficacy of the HCR-20 compared with the
PCL-R total, (b) poorer efficacy of PCL-R/PCL:SV Factor 1 (for
men) compared with the PCL-R total, and (c) larger effect sizes for

Table 2
Effect Sizes of Risk Instruments to Predict Violent Behavior From Multilevel Regression Analysis

Variable
Model B1

Estimate (SE)
Model A

Estimate (SE)
Model B2

Estimate (SE)
Model B3

Estimate (SE)

Overall 0.636 (0.016) 0.664 (0.046) 0.666 (0.047) 0.637 (0.064)
Instrument: PCL-R Reference Reference Reference

OGRS 0.088 (0.028)��� 0.134 (0.030)��� 0.130 (0.141)
VRAG 0.129 (0.022)��� 0.105 (0.024)��� 0.089 (0.071)
RM2000V 0.072 (0.029)� 0.132 (0.031)��� 0.204 (0.153)
HCR-20 0.095 (0.022)��� 0.136 (0.024)��� 0.243 (0.068)���

H10 0.021 (0.022) 0.061 (0.023)�� 0.059 (0.067)
C5 �0.128 (0.022)��� �0.080 (0.024)��� 0.038 (0.071)
R5 �0.152 (0.023)��� �0.107 (0.024)��� 0.051 (0.073)
PCL:SV 0.184 (0.026)��� 0.094 (0.030)�� 0.068 (0.087)
PCL-R/PCL:SV Factor 1 �0.315 (0.023)��� �0.310 (0.024)��� �.335 (0.073)���

PCL-R/PCL:SV Factor 2 0.084 (0.022)��� 0.090 (0.024)��� 0.061 (0.073)
LSI/LSI-R �0.058 (0.055) �0.042 (0.062) �0.023 (0.129)
GSIR 0.073 (0.036)� �0.069 (0.040) 0.063 (0.119)
VRS 0.013 (0.033) �0.135 (0.041)�� �0.025 (0.117)
VRS Static 0.148 (0.034)��� 0.009 (0.042) �0.047 (0.129)
VRS Dynamic 0.188 (0.034)��� 0.041 (0.042) 0.013 (0.129)
Othersa �0.341 (0.064)��� �0.525 (0.106)��� �0.424 (0.242)

Level of variance
Between study 0.0445 (0.015)�� 0.0521 (.014)�� 0.0500 (0.015)��

Within study 0.0478 (0.007)��� 0.0249 (0.004)���

�2 log-likelihood 1,400.91 265.60 599.96 201.39
�2 for goodness of fit 1,135.30��� 800.95��� 398.57���

(Model B1 vs. A) (Model B1 vs. B2) (Model B2 vs. B3)

Note. N � 174. See text for description of the models. PCL-R � Psychopathy Checklist—Revised; OGRS � Offender Group Reconviction Scale;
VRAG � Violence Risk Assessment Guide; RM2000V � Risk Matrix 2000 for Violence; HCR-20 � Historical, Clinical, and Risk Management Violence
Risk Assessment Scheme; H10 � 10-item Historical subscale of the HCR-20; C5 � 5-item Clinical subscale of the HCR-20; R5 � 5-item Risk
Management subscale of the HCR-20; PCL:SV � Psychopathy Checklist: Screening Version; LSI/LSI-R � Level of Service Inventory/Revised version;
GSIR � General Statistical Information for Recidivism; VRS � Violence Risk Scale.
a Others included the Sexual Violence Risk–20 and the Static 99.
� p � .05. �� p � .01. ��� p � .001.
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female participants (except for a U.S. study) and mixed-sex studies
than for male-only studies.

Sex-differentiated predictive efficacy of the risk instruments is
presented in Figure 1. The mean effect size and its 95% confidence
interval (CI) for each of seven instruments and certain subscales
were derived from the estimates of Model C2. The OGRS and the
RM2000V demonstrated considerably better efficacy in predicting
violence for men than for women, whereas PCL-R/PCL:SV Factor
1 had a larger effect size for women than for men. No sex
difference was found for PCL-R and PCL:SV total scores, HCR-
20, or PCL-R/PCL:SV Factor 2.

Variance of Effect Sizes Explained

Through multilevel models, the total variance of random effects in
the effect sizes was decomposed into variance between and within
studies. If a variable is known to contribute to a source of variance
component, adding such a variable to the model will result in a
substantial reduction in variance attributed to that component. Table 5
shows variances of both between and within study in four nested
models: A, B3, C2, and C3. Model A is the “empty” model without
any covariate effects; Model B3 is the elaborated model with instru-
ment effects only; Model C2 is a further elaboration with both
instruments and study features effects; and, finally, Model C3 in-
cludes effects of outcome categories in addition to all variables in
Model C2. The reduction of 48.1% of the within-study variance in
Model B3 compared with Model A was related to differences between
instruments. However, 51.9% of within-study variation remained
significant and unexplained, �2(1) � 35.0, p � .0001. Compared with
Model A, the marked 76.6% reduction of between-study variance in
Model C2 was mainly related to study features, such as mean age of
participants, follow-up time, proportion of women participants, sex-
differentiated efficacy between countries and in risk instruments.

However, the study-level variance of Model C2 was still signifi-
cantly larger than zero ( p � .05), which could relate to the use of
different criterion measures by different studies. To test our hypoth-
esis, we added the outcome criterion category as another moderator in
Model C2, to form Model C3. With four outcome categories, three
variables were entered into the model to estimate differences in effect
sizes between violent official criminal recidivism, excluding sexual
offenses and robbery (the reference category) and (a) physical aggres-
sion within an institution; (b) actual, attempted, or threat of harm to
others (as defined by HCR-20); and (c) broadly defined violent
official criminal recidivism, including sexual offense and robbery.
The new model, Model C3, estimated a moderately larger effect size
from studies with the broadly defined violence by a mean 0.239,
�2(1) � 4.64, p � .05, than that of the reference category but no
difference among the other three. The between-study variance was
reduced further by 31.9% to 0.0068 compared with that of Model C2,
indicating the absence of any study differences, �2(1) � 3.27, p �
.071. All other significant findings in Model C2 remained unchanged.

Considering the impact of heterogeneity of study on effect sizes
reported in literatures, we compared effect sizes of studies between
models without and with adjustment of study features in Figure 2.
Without taking into account heterogeneity among studies,
Model B1 yielded a wide range of effect sizes across studies,
from 0.08 to 1.03, with an overall mean of 0.64 (AUC � 0.67).
With adjustments in Model C1, the effect sizes of most studies
were significantly reduced, with a mean estimate of 0.55
(AUC � 0.65). Overlapping confidence intervals of the esti-
mates in the studies indicated no substantive differences.

Discussion

The critical importance of violence assessment, prediction, and
reduction in forensic mental health and criminal justice practices
has resulted in the rapid research and development of violence

Table 3
Efficacy of Risk Instruments in Predicting Violent Outcomes

Instrument
No.

reports
No.

participants
Raw effect size

(minimum, maximum)

Model C1 estimates (weighted and
adjusted)

Effect size (95% CI) AUC (rpb)

PCL-R 16 3,854 0.64 (0.08, 1.15) 0.55 (0.37, 0.74) 0.65 (0.27)
PCL:SV 8 2,506 0.76 (0.47, 1.11) 0.65 (0.40, 0.90) 0.68 (0.31)
PCL-R/PCL:SV Factor 1 13 3,895 0.34 (�0.19, 0.65) 0.22 (0.00, 0.45) 0.56 (0.11)
PCL-R/PCL:SV Factor 2 13 3,995 0.71 (0.32, 1.11) 0.61 (0.38, 0.84) 0.67 (0.30)
OGRS 2 1,955 0.60 (0.14, 0.83) 0.78 (0.45, 1.11) 0.71 (0.36)
RM2000V 3 1,784 0.75 (0.58, 0.97) 0.76 (0.41, 1.11) 0.70 (0.35)
VRAG 17 4,894 0.74 (0.14, 1.13) 0.68 (0.44, 0.92) 0.68 (0.32)
HCR-20 16 4,161 0.85 (0.28, 1.34) 0.79 (0.56, 1.02) 0.71 (0.37)
H10 18 4,725 0.66 (�0.03, 1.11) 0.61 (0.38, 0.84) 0.67 (0.29)
C5 14 4,078 0.64 (�0.11, 1.20) 0.59 (0.40, 0.78) 0.66 (0.29)
R5 12 3,998 0.63 (0.00, 1.13) 0.60 (0.37, 0.83) 0.66 (0.29)
GSIR 3 988 0.81 (0.68, 1.06) 0.67 (0.37, 0.97) 0.68 (0.25)
LSI-R 3 355 0.58 (0.47, 0.69) 0.51 (0.20, 0.82) 0.65 (0.25)
VRS 4 1,148 0.59 (�0.12, 1.10) 0.53 (0.22, 0.83) 0.65 (0.25)
VRS-Static 3 1,098 0.46 (0.08, 0.87) 0.51 (0.21, 0.84) 0.65 (0.25)
VRS-Dynamic 3 1,098 0.49 (�0.15, 0.87) 0.57 (0.27, 0.89) 0.66 (0.28)

Note. PCL-R � Psychopathy Checklist—Revised; PCL:SV � Psychopathy Checklist Screening Version; OGRS � Offender Group Reconviction Scale;
RM2000V � Risk Matrix 2000 for Violence; VRAG � Violence Risk Assessment Guide; HCR-20 � Historical, Clinical, and Risk Management Violence
Risk Assessment Scheme; H10 � 10-item Historical subscale of the HCR-20; C5 � 5-item Clinical subscale of the HCR-20; R5 � 5-item Risk
Management subscale of the HCR-20; GSIR � General Statistical Information for Recidivism; LSI-R � Level of Service Inventory—Revised; VRS �
Violence Risk Scale.
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prediction methodologies. Clinicians and researchers now have
available to them an assortment of well-constructed and well-
validated tools that purport to assess and predict violence to
various degrees. Which tool or tools can provide the most accurate
prediction of violence is an important theoretical and practical
question. Recent attempts to answer this question by way of

meta-analytic reviews of the literature have produced inconsistent
results, in part because of various methodological issues. In the
present study, we attempted to answer the question of which tool
can best predict violence by comparing the predictive efficacy of
nine commonly used risk assessment tools with multilevel regres-
sion models based on a within-study design that addressed many

Table 4
Effect Sizes of Risk Instruments and Associations of Study Features to Predict Violent Behavior

Instrument
Model C1

Estimate (SE)
Model C2

Estimate (SE)

Overall 0.554 (0.094) 0.629 (0.097)
Instrument: PCL-R Reference Reference

OGRS 0.231 (0.139) 0.315 (0.138)�

VRAG 0.123 (0.071) 0.116 (0.071)
RM2000V 0.204 (0.149) 0.245 (0.147)
HCR-20 0.240 (0.068)��� 0.249 (0.068)���

H10 0.054 (0.068) 0.061 (0.068)
C5 0.032 (0.072) 0.040 (0.071)
R5 0.043 (0.073) 0.050 (0.073)
PCL:SV 0.095 (0.087) 0.094 (0.086)
PCL-R/PCL:SV Factor 1 �.335 (0.074)��� �0.341 (0.073)���

PCL-R/PCL:SV Factor 2 0.061 (0.073) 0.067 (0.073)
LSI-R �.045 (0.129) �.063 (0.128)
GSIR 0.120 (0.121) 0.106 (0.120)
VRS �.021 (0.116) �.002 (0.115)
VRS-Static �.040 (0.127) �.022 (0.126)
VRS-Dynamic 0.019 (0.127) 0.038 (0.126)
Othersa �.425 (0.228) �.381 (0.221)

Country
Sweden vs. Canada �.015 (0.119) �.025 (0.111)
United Kingdom vs. Canada �.172 (0.086) �.167 (0.081)
United States vs. Canada �.513 (0.112)��� �.299 (0.156)
Holland vs. Canada 0.114 (0.155) 0.058 (0.146)
Germany vs. Canada �.490 (0.201)� �.361 (0.198)

Study type
Prospective vs. retrospective 0.156 (0.071)� 0.094 (0.078)

Type of participants
Psychiatric patients vs. prisoners 0.022 (0.097) 0.017 (0.096)
Mixed vs. prisoners �.132 (0.109) �.086 (0.102)

Participant gender
Women only vs. men only 0.045 (0.019)� 0.108 (0.027)���

Mixed gender vs. men only 0.245 (0.081)��� 0.192 (0.081)�

Mean age of participants �.003 (0.005) �.013 (0.005)��

Mean time at risk (months) 0.0028 (0.0011)�� 0.0020 (0.001)�

Women-only study in United States �.476 (0.226)�

OGRS for Women �.807 (0.070)���

PCL:SV for Women 0.082 (0.136)
PCL-R/PCL:SV Factor 1 for Women 0.240 (0.063)���

PCL-R/PCL:SV Factor 2 for Women 0.025 (0.063)
RM2000V for Women �.251 (0.069)���

HCR-20 for Women �.011 (0.061)
Level of variance

Between study 0.0132 (0.0056)� 0.0104 (0.0048)�

Within study 0.0257 (0.0043)��� 0.0253 (0.0042)���

�2 log-likelihood 170.85 �8.50
�2 for goodness of fit 30.55�� 179.35���

(Model B3 vs. C1) (Model C1 vs. C2)

Note. N � 174. PCL-R � Psychopathy Checklist—Revised; OGRS � Offender Group Reconviction Scale;
VRAG � Violence Risk Assessment Guide; RM2000V � Risk Matrix 2000 for Violence; HCR-20 � Historical,
Clinical, and Risk Management Violence Risk Assessment Scheme; H10 � 10-item Historical subscale of the
HCR-20; C5 � 5-item Clinical subscale of the HCR-2-; R5 � 5-item Risk Management subscale of the HCR-20;
PCL:SV � Psychopathy Checklist: Screening Version; LSI-R � Level of Service Inventory—Revised; GSIR �
General Statistical Information for Recidivism; VRS � Violence Risk Scale.
a Others included the Sexual Violence Risk–20 and the Static 99.
� p � .05. �� p � .01. ��� p � .001.
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key methodological issues. Overall, our results showed that all of
the nine tools predicted violence at above-chance levels, with
medium effect sizes, and no one tool predicting violence signifi-
cantly better than any other. In sum, all did well, but none came
first.

Comparison of the Predictive Efficacies of the
Tools and Subscales

Only the OGRS (when applied to men) and the HCR-20 were
found to predict significantly better than the PCL-R; all other
instruments predicted better than chance at about a medium level
of efficacy (AUC range from .65 to .70). PCL-R/PCL:SV Factor 1
was significantly worse compared with total PCL-R scores. We
discuss the tools individually and then the implications for vio-
lence risk prediction, assessment, and management.

OGRS. For the OGRS, both the construction and the valida-
tion/prediction samples consisted of United Kingdom prisoners. It
is to be expected that the OGRS would enjoy some predictive
advantage because of the similarity of the two samples.
Schwalbe’s (2007) meta-analyses also found similar effects. Until

the predictive efficacy of the OGRS can be compared with samples
different to its construction sample, it is premature to conclude that
such a predictive advantage will generalize.

HCR-20. Consistent with the literature, we also found the
HCR-20 predicted violence better than the PCL-R/PCL:SV. How-
ever, PCL-R/PCL:SV scores are used to rate one of its 20 items
and are thus already embedded in the HCR-20. The additional
Historical, Clinical, and Risk Management variables in the tool
would be expected to improve on violence prediction. Removal of
the psychopathy item in the HCR-20 may remove the prediction
advantage of the HCR-20 over the PCL-R, and this was indeed
shown to be the case by de Vogel et al. (2004). We were not able
to disentangle this confound in our analyses. For research pur-
poses, the total HCR-20 scores are often derived from summing
individual HCR-20 item scores, a practice the developers of the
HCR-20 specifically cautioned against in the clinical use of the
tool (Webster et al., 1997, p. 22). It is, therefore, unclear to what
extent the present findings, based entirely on summing of the
scores, could be generalized to the clinical use of the tools. For the
above reasons, it is premature to conclude that the HCR-20 pre-
dicted violence better than the PCL-R. We also found that each of
the three HCR-20 subscales demonstrated similar predictive ef-
fects compared with other risk instruments. The three subscales
also appeared to have a synergistic effect: The overall predictive
efficacy appeared higher when the subscales were combined,
which is the way the tool was developed. As the present results
indicate, this is how it should be used.

PCL-R, PCL-SV, Factors 1 and 2. The average PCL-R
effect size (0.64) was smaller than, but still within, the 95% CI of
Salekin’s meta-analysis and close to Walters’s (2003b) findings.
The PCL:SV effect size was larger than that for the PCL-R.
However, this difference in the effect sizes did not exceed chance
after adjusting for study characteristics and other random effects.
The effect size (.55, AUC � .65) of the PCL-R is comparable to
that of the other tools. However, Factor 1, which assesses the core
psychopathic personality features, demonstrated practically no pre-
dictive efficacy (effective size � .22, AUC � .56); it was the only
scale among the 16 investigated with effect size overlapping with
0. Recent meta-analyses on institutional adjustment and recidi-
vism, on youth recidivism, and among civil psychiatric patients
also produced similar findings (Edens et al., 2006; Skeem &
Mulvey, 2001; Walters, 2003a, 2003b). Together, these findings

Figure 1. Effect sizes and 95% confidence intervals by gender from
Model C2. PCL-R � Psychopathy Checklist—Revised; PCL:SV �
Psychopathy Checklist: Screening Version; PCL F1 � Psychopathy
Checklist—Revised and Psychopathy Checklist: Screening Version Factor
1; PCL F2 � Psychopathy Checklist—Revised and Psychopathy Checklist:
Screening Version Factor 2; HCR-20 � Historical–Clinical–Risk Manage-
ment–20; OGRS � Offender Group Reconviction Scale; RM2000V �
Risk Matrix 2000 for Violence.

Table 5
Variance of Effect Sizes Estimated and Attributors

Variable Model A Model B3 Model C2 Model C3

Variation level
Between study 0.0445�� 0.0495�� 0.0104� 0.0068
Within study 0.0478��� 0.0248��� 0.0253��� 0.0253���

Model B3 vs. A Model C2 vs. A Model C3 vs. A
% Reduction of variance

Between study 76.6 84.7
Within study 48.1 47.1 47.1
Total 19.5 61.3 65.1

Attributes to variance reduction Differences in instruments Differences in instruments
and study features

Differences in instruments, study features,
and outcome criterion

� p � .05. �� p � .01. ��� p � .001.
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suggest that Factor 1 personality features, the core personality
features of psychopathy, are not linked to violence. The predictive
efficacy of the PCL-R appeared to be attributable almost entirely
to Factor 2 (effect size of .61, AUC � .67), which is essentially a
measure of previous criminality and antisocial behavior, such as
impulsivity, criminal versatility, and irresponsibility (often termed
criminogenic characteristics). Previous violence and criminality
are powerful predictors of future violence and criminality, which
may explain why the predictive efficacy of Factor 2 is similar to
the RM2000V and OGRS, tools that also rely heavily on past
criminality to predict violence.

VRAG. We found an effect size of 0.68 for the VRAG based
on 4,894 participants in 17 studies, which is comparable to the
AUC value in a recent meta-analysis of 14 effect sizes (Campbell
et al., 2009) but smaller than that found in the construction sample
(AUC of 0.76; Harris et al., 1993). The mean follow-up for the
construction study was 6.80 years compared with only 3.07 years
in this meta-analysis; our finding may therefore not be unexpected
given that we found larger effect sizes with longer follow-up time.

Past studies comparing predictive effects between the VRAG
and the PCL-R or PCL:SV were either inconsistent (Campbell et
al., 2009; Coid et al 2009; Douglas, Yeomans, & Boer, 2005;
Glover et al., 2002; Hilton, Harris, & Rice, 2001; Loza & Loza-
Fanous, 2001; Mills & Kroner, 2006) or reported higher effect
sizes of the PCL-R/PCL:SV than of the VRAG (Doyle & Dolan

2006; Kroner & Loza, 2001; Kroner & Mills, 2001; Loza & Green,
2003). The present results indicated that any difference in effect
sizes between the two measures was due to chance after adjusting
for study characteristics and correlations between instruments.

LSI-R. The effect size of the LSI-R in the present study
(AUC � 0.65) was identical to that from a previous large-scale
meta-analysis (Gendreau et al., 2002) and close to that from a
meta-analysis by Walters (2003a; AUC � 0.67) in predicting
institutional adjustment and recidivism (see also a recent meta-
analysis by Campbell et al., 2009, which reported an AUC of
0.61). Our finding of similar predictive effects between the LSI-R
and the PCL-R is consistent with previous findings.

Risk Matrix 2000 for Violence, OGRS, and sex effects.
Whereas there was no difference for either the RM2000 V or the
OGRS compared with the PCL-R for the combined sample of men
and women (Model C1), we showed for the first time that predic-
tive efficacies for both tools were significantly better for men than
for women when men and women were considered separately
(Model C2). The sex effect may be due to the fact that both tools
were developed with male offenders in mind. For example, pre-
dictors such as offense history, which is a good risk predictor for
men in the United Kingdom, and was selected for that purpose, did
not perform as well for women in the United Kingdom (Coid et al.,
2009). Furthermore, female participants in this study had a signif-
icantly higher prevalence of Axis I clinical syndromes, such as

Model C1 Model B1 Mean

Snowden et al. (2007)
Edens et al. (2006)
Gray et al. (2003)
Glover et al. (2002)Glover et al 
Doyle et al. (2002)
Douglas et al. (2005)
Wong & Gordon (2006)
Dolan & Fullam (2007)
Hilton et al. (2001)
De Vries Robbe et al. (2006)
Belfrage et al. (2000)
Craig et al.  (2006)
Grann et al . (2000)
Nicholls et al. (2004)
Dahle (2006)
Mills & Kroner (2006), Mills et al. (2007)
Tengström (2001)Tengström (2001)
Gray et al. (2007)
De Vogel et al. (2004)
Morrissey et al. (2007)
McDermo� et al. (2008)
Cooke et al. (2001)
Coid et al. (2009)
Doyle & Dolan (2006)
Warren et al. (2005)
Wormith et al. (2007)
Greva� et al. (2004)
Douglas et al. (1999)

0 0.2 0.4 0.6 0.8 1 1.20 0.2 0.4 0.6 0.8 1 1.2

Effect size

Figure 2. Effect sizes of studies with 95% confidence intervals estimated from Model C.
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affective disorder, psychotic illness, and substance use dependence
(Coid et al., 2009); similar variables demonstrated smaller predic-
tive ability with the HCR-20 among women compared with men.
The sex-differential effects of the two instruments in predicting
violence in the present study, with United Kingdom prison samples
only, require further research with non–United Kingdom offender
samples.

VRS. The VRS, which has both static and dynamic factors in
separate domains, allows for within-subject comparison of the
predictive efficacies of these domains. In contrast with static
predictors, dynamic predictors are useful in guiding treatment
intervention by identifying treatment targets linked to violence and
measuring treatment change. The VRS and the PCL-R have similar
predictive efficacies (effect sizes of .53 and .55, respectively),
whereas the VRS dynamic domain performed slightly, but not
significantly, better than the static domain (effect size of .57 vs. .51
respectively). The results highlight that static and dynamic predic-
tors appeared to perform equally well in predicting violence re-
cidivism. However, the clinical usefulness of dynamic variables
outweighs the static ones in risk reduction treatment and manage-
ment of forensic clients.

Conclusions and Implications

The HCR-20 and the OGRS showed statistically significantly
larger effect sizes than the PCL-R, but such findings are tentative
at best and did not exceed the other instruments by a large amount.
This level of difference, even if replicated, is not likely to be
translated into a meaningful level of difference in clinical practice.
In contrast, a recent meta-analysis that compared the efficacy of
five risk assessment tools (the HCR-20, the LSI-R, the PCL-R, the
GSIR, and the VRAG) in predicting violence recidivism revealed
that the HCR-20 and the PCL-R had similar predictive efficacies
(overlapping 95% sample-adjusted CIs), whereas the VRAG per-
formed better than the HCR-20 (with nonoverlapping but a small
separation in their CIs). However, the CI of the VRAG overlapped
with that of the LSI-R and PCL-R (Campbell et al., 2009). In
essence, when differences in predictive efficacies for violence
between instruments are found in different meta-analytic studies,
they are usually not large and are inconsistent.

In all, based on our overall findings and the literature, such as
Campbell et al. (2009), we conclude that there is no appreciable or
clinically significant difference in the violence-predictive effica-
cies of the nine tools after accounting for differences in study
features and other unexplained random effects with multilevel
regression analysis. If prediction of violence is the only criterion
for the selection of a risk assessment tool, then the tools included
in the present study are essentially interchangeable. It would
follow that the choice of using any one of the nine tools over
another should be based largely on what additional relevant clin-
ical, criminal justice, or management functions the tool of choice
can perform, rather than on how well it can predict violence in
comparison with other tools. Furthermore, predictive efficacy is
essentially very similar when we contrasted second-generation
(e.g., VRAG) with third-generation (e.g., LSI-R) tools, theoreti-
cally derived (e.g. PCL-R) with empirically derived tools (e.g.,
GSIR), or tools consisting of only static/unchangeable predictors
(e.g., RM2000) with tools with both static and dynamic/
changeable predictors (e.g., VRS). The instruments’ confidence

intervals overlap to such an extent that it is not possible to say that
any one tool predicts violence consistently and significantly better
than any others.

We are not implying that all of the tools are equivalent in all
respects; different tools are designed for different functions in
addition to risk prediction. Tools with dynamic risk predictors can
assess change in risk (see Olver et al., 2007) while those with static
predictors cannot. The PCL-R was designed for assessing a per-
sonality construct, whereas the LSI Case Management Inventory
can inform on case management processes and the VRS, on
treatment readiness and change. The knowledgeable assessor
needs to select the appropriate tool from his or her toolbox for the
purpose at hand. The nine tools have similar efficacy in violence
predictions, but they have other important differences.

Despite the many conceptual and theoretical differences in the
tools, why are they so similar when it comes to predicting violence?
We can only speculate, but we posit first that, for the purpose of
making violence predictions, the risk factors in the different tools
could have been drawing from the same pools of variance that reflect
a long-standing pattern of dysfunctional and aggressive interpersonal
interactions and antisocial and unstable lifestyle that are common to
many perpetrators of violence. The risk factors are probably different
labels we use to tap into these common variances. The results of the
study by Kroner, Mills, and Reddon (2005), which revealed that risk
factors in many tools are essentially interchangeable, nicely illustrates
this point.

After almost five decades of developing risk prediction tools, the
evidence increasingly suggests that the ceiling of predictive efficacy
may have been reached with the available technology. Other ap-
proaches such as tree modeling (Steadman et al., 2000) and Neural
Networks (Price et al., 2000) require further exploration, but it is
unlikely that a very high level of predictive accuracy is achievable
because of theoretical constraints. Violent behavior is the result of the
individual interacting with the immediate environment. Although it
may be possible to improve on our understanding and predicting what
an individual may do in hypothetical situations, it will be much more
difficult to predict the situation that an individual actually encounters
in the open community. Even predicting violence within an institu-
tional environment is difficult, where the assessor has much more
information about that environment.

From Risk Assessment to Risk Management

Building a better model of violence prediction should not be the
sole aim of risk prediction research, which is just one link in the risk
assessment–prediction–management triad that aims to achieve vio-
lence reduction and improved mental health. Risk management could
be achieved by providing better treatment and continuity of care, but
it must rely on good risk assessment. The risk, need and responsivity
principles derived from the theory of the psychology of criminal
conduct (see Andrews & Bonta, 1998, 2003, 2006, 2010; Andrew et
al., 1990) provide a useful theoretical framework for risk reduction
intervention. Appropriate risk assessment can identify high-risk indi-
viduals in need of more intensive management and intervention, by
means of the risk principle. Using tools with dynamic risk predictors
to assess risk can identify appropriate changeable treatment targets
linked to violence (the need principle) in particular for treatment-
resistant clients who require more specialized intervention (the re-
sponsivity principle). Assessment tools with dynamic or changeable
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predictors, such as the HCR-20, the VRS, and the LSI-R can accom-
plish some of these tasks provided that the dynamic predictors are, in
fact, causal predictors according to criteria set forth by Kraemer et al.
(1997). A causal risk predictor is one that can be manipulated and,
when it is manipulated, results in corresponding changes in the out-
come measures (Kraemer et al., 1997). For example, criminal attitude
is a causal risk predictor if reduction in criminal attitude with inter-
vention in a treatment program could be linked to reduction in
recidivism.

Prediction research, as typically undertaken, with tools and
correlational methodologies illustrated in the present review, can
elucidate the links between two variables, but it cannot establish
the causal nexus between them: Correlations do not imply causa-
tion (see Arboleda-Florez & Stuart, 2000; Kraemer et al., 1997;
Mullen, 2000). Risk management and violence reduction interven-
tions require the clear understanding of causation (see Buchanan,
2008; Douglas & Skeem, 2005; Wong & Gordon, 2006); we can
only intervene with confidence if we know that A causes B and
that reducing A would lead to reducing B. Prediction research has
identified many potential causes of violence, such as substance
abuse, acute mental disorder, and criminal lifestyle. However,
research is only scratching the surface of identifying causal pre-
dictors (see Andrews, Bonta, & Wormith, 2009; Hanson, Harris,
Scott, & Helmus, 2007; Hudson, Wales, Bakker, & Ward, 2002;
Olver & Wong, 2009; Olver et al., 2007). Understanding the causal
relationships should also sharpen our predictive power. Much
more research is required to identify causal risk predictors.

Our finding that Factor 1 interpersonal and affective traits of
psychopathy are not linked to future violence can have important
clinical and treatment implications. Treatment interventions that
focus on changing these core psychopathy traits, based on the
previous findings, will not have any significant impact on reducing
future violence in men, even if the treatment is successful and the
psychopathic traits are substantially modified. For example, The
Dangerous and Severe Personality Disordered treatment program,
established about ten years ago in the United Kingdom, aims at
treating individuals who are dangerous or at high risk for violence
and have one or more severe personality disorders, such as psy-
chopathy, that are functionally linked to violence (Maden & Tyrer,
2003). The present results suggest that in such treatment programs,
reducing the risk of violence should focus on reducing crimino-
genic factors rather than on reducing the core psychopathic traits.

To reduce propensity for violence among psychopathic individ-
uals, treatment must target causal links to violence or criminogenic
characteristics, such as Factor 2 characteristics, with “what works”
approaches (Wong, Gordon, & Gu, 2007; Wong & Hare, 2005).
However, Factor 1 core personality traits are still important clinical
considerations because they interfere with treatment delivery as a
result of conning, manipulative characteristics, lack of responsi-
bility for actions, and low motivation to change. In addition,
affective deficits and interpersonally exploitative behaviors could
be significant impediments to the formation of a functional work-
ing alliance (Wong & Hare, 2005, p. 20). However, these are
responsivity issues rather than criminogenic factors, and such
responsivity issues must be appropriately managed in order for
treatment to proceed.

There are a number of caveats here: lack of predictive effect of
PCL-R Factor 1 for violent risk was only observed among men.
Factor 1 has a small but significant effect size for women even

after adjusting for study features; however, more research is re-
quired to validate these findings. Although Factor 1 did not appear
to have direct links to future violence, it could interact with other
risk factors, such as sexual deviance, to increase the risk of sexual
violence in moderate- to high-risk sex offenders (see Hildebrand,
de Ruiter, & de Vogel, 2004; Olver & Wong, 2006). Such possi-
bilities were not tested in this meta-analysis. The present findings
also point to the need to further assess the violence-predictive
efficacy of Factor 1 and its derivatives (Facet 1 and Facet 2; see
Hare, 2003) within the four- and the three-factor structure of the
construct of psychopathy.

The Unpacking of Study Heterogeneity

It is widely accepted in meta-analysis that study heterogeneity
originating from differences in study settings can be controlled for,
but similar heterogeneity that originates from other sources may
not be measurable or controlled for. It is convenient to use the term
random effects to include all sources of differences attributable to
heterogeneity without clearly identifying the specific attributes.
Most researchers nowadays routinely apply Q statistic to test for
overall random effects between studies and use weighted mean
effect size to adjust for them (e.g., see Edens et al., 2006; Guy,
Edens, Anthony, & Douglas, 2005; Walters, 2003a). In contrast to
previous reports, the present study disentangled the total variation
in effect sizes into two components: between-study variation or
heterogeneity, accounting for 48%, and within-study variation,
accounting for 52% of the total variance (Model A). Of the
between-study heterogeneity, 85% was attributable to the age of
participants, follow-up time, sex, sex–country interaction, sex–
tool interaction, and outcome criteria, whereas 47% of within-
study variation was attributable to instrument differences (Model
C3). In sum, only about 25% of the total variance was attributable
to instrument differences. Using a different type of regression
analysis, a previous meta-analysis of predictive efficacy of risk
tools for juvenile recidivism also showed that only 17% of the total
variance in the AUC values was accounted for by type of risk
tools, whereas 42% of the total variance was contributed by several
methodological moderators (Schwalbe, 2007). Moderator effects
in effect sizes of certain risk instruments were previously exam-
ined in some meta-analytic studies (Campbell et al., 2009; Guy et
al., 2005; Walters, 2006) for different outcomes. The lack of
significant effects of most moderators reported in those studies
could be due to limitations of standard statistical procedures de-
scribed in the early sections of this report.

By applying multilevel regression analysis that combines mul-
tivariate regression model and a random-effects model into a
single model to preserve the maximum statistical power afforded
by the data, we uncovered significant mean and differential effects
of key moderators that were major sources of study heterogeneity.
After controlling for these sources of study heterogeneity by
explicitly modeling the effects of moderators, we were able to
compare the predictive efficacies of risk instruments in a more
effective and less biased manner based on homogeneous study
samples. In essence, we created a statistically level playing field on
which to compare the risk tools, a strategy that has many obvious
advantages.

That age and follow-up time are significant moderators is not
surprising. The association of increase age with a decrease in
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prevalence in offending—the age– crime curve—is a well-
established finding in criminology (Hirschi & Gottfredson, 1983).
Violent offending occurs much less frequently than nonviolent
offending. For example, the offense histories in a sample of over
900 Canadian federal offenders in their mid-30s showed that
nonviolent convictions were more than five times more likely than
violent convictions (Wong & Gordon, 2006). As such, longer
follow-up time is expected to be associated with larger effect size
as it takes more time to accumulate a substantial number of violent
infractions for assessing predictive efficacy.

The variation of predictive efficacy for women in terms of
instruments, country, and clinical characteristics (Factor 1) is
complex. Needless to say, more studies are required to unravel
these relationships, and it is important not to overinterpret the
present results, as they are based on relatively few studies from a
limited number of countries.

Predictive efficacy of risk assessment instruments may differ
depending on the use of different outcome criteria. We found
predictions of the broadly defined criterion of violence to have
larger effect sizes than those of other three categories of violent
outcome, contributing 8.2% to study heterogeneity and indepen-
dent of the effects of other study features or moderators. A previ-
ous meta-analysis (Campbell et al., 2009) also found differences in
predictive efficacy for institutional violence compared with vio-
lence recidivism. Most studies that used the broadly defined cri-
terion of violence drew from samples of Canadian prisoners, and
seven out of nine tools we compared were developed in Canada
using Canadian forensic samples. It is possible that the larger
effect size of the one outcome criterion could be associated with
the similarity of the study samples with the construction samples
on which the tools were developed. We did not model differential
effects between outcome category and individual risk instruments,
as such analyses might cause overfitting of our model. Further
research is required to assess the replicability of the findings and
the validity of our hypothesis.

Unpacking study heterogeneity with multilevel regression anal-
yses has important implications. In validating risk assessment
tools, one must take into account, either in the study design or in
the statistical analyses, the various potential sources of heteroge-
neity.

Limitations

First, the literature search may not have included all published
and unpublished papers that met our inclusion criteria, and some
systematic biases may be introduced into article selection. How-
ever, these biases were minimized by using two persons to select
and review the articles.

Second, a range of outcomes were used as criterion variables in
the reviewed studies, and prediction efficacies vary with types of
outcome Violence also varied in quality (type of violence), sever-
ity (harm inflicted), and frequency of occurrence (base rate). To
truly compare the predictive efficacy of the tools, one needs to
equate the outcomes or criterion variables of the predictions. Most,
if not all, of the studies reviewed used prediction of the first
occurrence of violence rather than prediction of a pattern of
violence as the criterion variable; the latter has just as much, if not
more, relevance to violence prediction, management, and reduc-

tion. The present study, as in other meta-analytic studies, is inev-
itably limited by the criterion reported in the studies.

A caveat that is common to many meta-analyses is that there is
no control over the quality of the study and the data, nor propri-
etary interests; no study was excluded on the basis of quality
considerations in the present analyses. We did not code for study
quality, although some meta-analysts do so, and we did not code
for proprietary interests. We also did not investigate the “opera-
tion” of the subscales within the mother tool (such as that of the
HCR-20, the PCL-R, and the VRS), as doing so would involve
major factor- analytic studies that were beyond the scope of this
analysis. Findings on lower effect sizes of predictive efficacy in
studies on U.S. women must be considered tentative as a result of
the small numbers of studies included in the analysis.

Recommendations

On the basis of the results of present meta-analyses and review
of the literature, we put forth the following recommendations.

1. All risk assessment instruments (excluding subscales) in-
cluded in the study predicted violent recidivism moderately well,
and their predictive efficacies were not significantly different.
Because of their moderate level of predictive efficacy, they should
not be used as the sole or primary means for clinical or criminal
justice decision making that is contingent on a high level of
predictive accuracy, such as preventive detention.

2. The selection of a tool for clinical or research purposes should
be determined more by what other functions the tool can perform
than its violence prediction efficacy per se.

3. Efforts should be directed toward investigating situational
contingencies that precipitate violence. Little research has been
carried out in this area, in contrast to individual variability.

4. The efficacy in identifying risk predictors and extracting
prediction information from them based on the current meth-
odology of summing ratings of predictors (exemplified by all
the tools under study) may have reached a plateau. Future
research should explore other novel means of identifying and
combining risk predictors, for example, the tree method and
neural network approaches, including all aspects of the risk
assessment process, such as different categorizations of violent
offender groups, criteria of violence, and additional situational
or dynamic predictors that might be specific for violent predic-
tion (Yang, Liu, & Coid, 2010).

5. More research should be carried out to identify causal pre-
dictors of violence to inform violence reduction interventions and
to improve the accuracy of prediction.

6. The present results suggest that Factor 2 rather than Factor
1 of the PCL-R predict violence. It is hypothesized that when
intervening to reduce violence among psychopathic individuals,
efforts directed at changing Factor 2 (criminality) characteris-
tics should be more effective than those directed at Factor 1
(personality) characteristics. Future research should test this
hypothesis directly.

7. More studies of violence prediction should be undertaken
with female participants as the pattern of prediction results for
women appeared significantly different, in many instances, from
those of men. Most prediction tools have been developed for use
with men.
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8. A common metric to assess different dimensions of violence,
such as quality, severity, and frequency should be developed to
facilitate between-study comparisons of the criterion variables.

9. Multilevel regression model analysis may be the preferred
tool for meta-analysis where common methodological issues in-
clude (a) presence of random effects in effect size due to hetero-
geneity among studies, (b) lack of statistical power to draw mean-
ingful conclusions due to small sample size, and (c) the need to
adjust for characteristics of studies in order to estimate the pooled
effect size. The nature of multilevel models in handling data with
clustering effects and dependency also opens the door for meta-
analysts to estimate effect sizes based on studies reporting efficacy
measures at different follow-up times within study, effect sizes of
correlated multiple outcomes, or effect sizes based on studies with
individual data.
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Appendix

A Brief Description of Seven Risk Assessment Tools

The Violence Risk Appraisal Guide (VRAG; Harris et al., 1993)
is a 12-item actuarial tool designed to assess risk of violent
recidivism and can be used for men apprehended for criminal
violence and with male mentally disordered offenders. The items
assess early childhood problems, alcohol problems, criminal his-
tory, Diagnostic and Statistical Manual of Mental Disorders (3rd
ed. [DSM-III]; American Psychiatric Association, 1980) diagnoses
of schizophrenia, personality disorder, and so forth. The items are
differentially weighted as reflected by the score assigned to the
item and can be rated on the basis of a comprehensive social
history. The Psychopathy Checklist score is included as one of the
items and has the largest weight. Each total score has been asso-
ciated with one of nine categories with a known likelihood of
violent recidivism based on data from the construction sample with
7 years of follow-up data. The VRAG has been extensively vali-
dated with an average area under the curve (AUC) of .72 for the
prediction of violent recidivism (Rice & Harris, 2005).

The Violent Risk Scale (VRS; Wong & Gordon, 2001, 2006) uses
six static and 20 dynamic variables derived primarily from the risk,
need, and responsivity principles (Andrew & Bonta, 2003). The VRS
dynamic variables (measuring violence-linked attitudes, cognition,
emotional regulation, community support, etc.) are changeable;
changes in the dynamic factors have been shown to be associated with
changes in recidivism in the community (Olver, Wong, Nicholaichuk,
& Gordon, 2007). The VRS dynamic and static variables are equally
weighted and are all rated on 4-point Likert scales (0, 1, 2 or 3) based
on file review and a semi-structured interview. For most variables,
higher ratings indicate a closer link to violence. Dynamic variables
closely linked to violence (rated 2 or 3) are appropriate targets for
violence reduction treatment. The total VRS score indicates the level
of violence risk; the higher the score, the higher is the risk. The VRS
is appropriate for use with male offenders and forensic psychiatric
patients. The AUC of .74 has been reported for the prediction of
violent recidivism (Wong & Gordon, 2006).

The Historical–Clinical–Risk Management–20 (HCR-20; Web-
ster, Douglas, Eaves, & Hart, 1997) is a 20-item violence risk
assessment tool based on the structured professional judgment

model of risk assessment. This model relies on the assessor scoring
the items and clinically combining the items to arrive at a risk
estimate of low, medium, or high. The Historical domain assesses
the presence of personality disorder, major mental illnesses, psy-
chopathy (using formally assessed PCL-R or PCL:SV scores),
history of violence, and so forth; the Clinical domain assesses
insight, active symptoms of mental illness, impulsivity, and so
forth; and the Risk Management domain assesses exposure to
destabilizers, availability of support and stress, and so forth. Rat-
ings of the items are based on file information and interview.
(Formal PCL-R assessment of psychopathy and diagnosis of men-
tal disorder based on Diagnostic and Statistical Manual of Mental
Disorders or the International Classification of Diseases is re-
quired.) The median AUC value for the HCR-20 total score across
42 studies was .69 based on the summation of the numeric scores
of the HCR-20 (see Douglas & Reeves, 2009).

The Level of Service Inventory—Revised (LSI-R; Andrews &
Bonta, 1995) is a 54-item survey of indicators of risk and need across
10 components: Criminal History, Education/Employment, Financial,
Family/Marital, Accommodation, Leisure/Recreation, Companions,
Alcohol/Drug Problems, Emotional/Personal, and Attitude /Orienta-
tion. Some items are scored absent (0) or present (1); other items are
rated 0 to 3, indicating very high risk) or very low risk, respectively,
on the basis of file review and interview. A most recent meta-analyses
of the LSI-R indicated a predictive validity for violent recidivism with
an adjusted effect size of .28 (AUC � .61).

The Offender Group Reconviction Scale—Version 2 (OGRS-2;
Copas & Marshall, 1998) is a 12-item rating tool based almost
entirely on past offending history and demographic information,
such as offence category; various offence history indicators, such
as burglary, breach of an official order, offender’s age at time of
sentence and earliest possible release, gender, and a composite
variable that measures the quantity and speed of past offending.
Rating can be done based on file review alone, as all variables are
either demographic or historical in nature. Predictive validity
(AUC) on a large sample of male offenders has been found to be
about .72 (Coid et al., 2009).

(Appendix continues)
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The Risk Matrix 2000V (RM2000V) is a three-item rating tool
designed to predict nonsexual violence in adult males serving a
prison sentence. The items are age, number of sentencing occa-
sions for nonsexual violence, and ever conviction for burglary.
Scoring can be done from file information alone. Predictive valid-
ity determined with samples of prisoners ranged from AUCs of .78
to .80 depending on length of follow-up (see Thornton, 2007).

The General Statistical Information on Recidivism Scale (GSIR;
Bonta, Harman, Hann, & Cormier, 1996), originally developed in
1982 by Nuffield, is 15-item rating scale designed to assess the risk
of general re-offending. Items are all historical in nature and

include criminal history, marital status, and employment status and
are rated with weighted scores. Lower scores on the instrument are
related to higher risk for recidivism. The instrument has been
reliably associated with general recidivism (AUC � .76) and has
been found to predict violent recidivism as well (Bonta et al.,
1996).
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